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Abstract—With the development of wireless sensor networks
(WSNs), WSNs have been widely used in various fields such
as animal habitat detection, military surveillance, etc. This
paper focuses on protecting the source location privacy (SLP)
in WSNs. Existing algorithms perform poorly in non-uniform
networks which are common in reality. In order to address
the performance degradation problem of existing algorithms
in non-uniform networks, this paper proposes a robust fixed
path-based random routing scheme (RFRR), which guarantees
the path diversity with certainty in non-uniform networks.
In RFRR, the data packets are sent by selecting a routing
path that is highly differentiated from each other, which effec-
tively protects SLP and resists the backtracking attack. The
experimental results show that RFRR increases the difficulty of
the backtracking attack while safekeeping the balance between
security and energy consumption.

Keywords-wireless sensor network; location privacy protec-
tion; routing protocol; fixed path;

I. INTRODUCTION

A wireless sensor network consists of a large number sen-

sor nodes which are interconnected through wireless links to

perform distributed sensing tasks. With the development of

wireless communication technique, WSNs have been widely

used in many fields, such as agricultural planting, military

field, medical care, animal habitat detection, emergency

rescue [1], etc.

Since sensor nodes are usually deployed in unattended

environments, privacy protection has become the challenge

in WSNs. It is easy for the attackers to monitor nodes,

steal messages, and obtain the location and sensitive data

of the source node. Data privacy can be protected by

encryption technology. However, due to the characteristics of

WSNs’ broadcast communication, the context information is

exposed and the attackers can infer the location of the source

node by analyzing context information without decrypting

messages [2].

For example, in WSNs used to monitor the pandas’

habitat, the attacker sniffs at the transmitted messages within

communication range. As shown in Fig. 1, the sensor that

detects the panda is the source node, and the source node

transmits the panda’s information to the sink through multi-

hop routing. We assume that the attacker is near the sink, and

sniffs at the transmitted messages within its communication

range. Once a message is detected, the attacker backtracks to

the location of the message sender and continues monitoring.

The above process is repeated until it backtracks to the

location of the source node. By the above backtracking

attack, the location of the source node is traced and exposed

without decrypting the message.

Source Node

Sink Node

Ordinary Node

Transmission Path

Objective

Attacker

Figure 1. The backtracking attack

In recent years, many algorithms are proposed to protect

SLP [3], [4]. Ozturk et al. first propose the concept of

phantom routing [5] to protect SLP, in which each packet

is first sent by the source node to a phantom node far from

the source node and then sent from the phantom node to the

sink. Wang et al. [6] introduce inclination angles to guide

data packets to stay away from the source node. Lightfoot

et al. propose a routing technique called the Sink Toroidal

Region (STaR) [7], which restricts phantom nodes to a

circular region to keep the phantom node at a proper distance

from the source node. On the premise of tilt angle, He

et al. consider balancing energy consumption and security

according to the location of the source node [8].

These schemes all protect SLP by choosing the phantom

node far away from the source node and extending the

transmission path to confuse the attacker and hinder the

backtracking attack. As shown in Fig. 2(a), two packets

are sent to phantom nodes A and B that are far away

from each other. When the attacker backtracks along the

transmission path of packet1 to the location A, it cannot
continue backtracking because the source node chooses

another phantom node B to forward packet2 and the attacker
cannot sniff to the new message packet2.
These schemes works well in uniform networks, however

their performance degrades in non-uniform networks. For
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example, as shown in Fig. 2(b), the positions of the phantom

nodes A and B are still far from each other in the non-

uniform network. However, due to the uneven distribution

of nodes, two transmission paths (SourceNode− > A− >
Sink and SourceNode− > B− > Sink) partially overlap.
So the existing schemes perform poorly in the network

shown Fig. 2(b). If the attacker sniffs more packets, the

backtracking speed will be accelerated. So only considering

the phantom node’s location and the distance from the source

node does not guarantee the diversity of the transmission

path certainly, which cannot protect SLP well.

packet1

packet2

Source Node

Sink

Phantom Node

packet1

A

B

Transmission Path

Objective

Attacker

(a) The ordinary phantom routing

packet1

packet2

Source Node

Sink

Phantom Node

packet1

A

B

Transmission Path

Objective

Attacker

(b) The problem of phantom routing

Figure 2. The phantom routing

In order to solve the above problems, this paper proposes

a robust fixed path-based random routing scheme (RFRR)

to ensure SLP. For each message sent by the source node to

the sink, its routing path consists of two parts: the fixed

path of the first N hops and the shortest path after. In

each transmission, RFRR selects a new fixed path that is

far enough from the previous one. It ensures transmission

paths’ distance between two adjacent data packets is far

enough. After the fixed routing path ends, the transmission

path is changed to the shortest routing path, which can

reduce energy consumption while safekeeping the balance

between privacy and performance. The main contributions

of this paper are as follows:

• A robust fixed path-based routing scheme is proposed.

By introducing the fixed path, it certainly guarantees

the difference between two adjacent transmission paths.

Under the premise of ensuring the diversity of paths,

energy consumption is reduced as much as possible,

thus ensuring SLP and trading off energy consumption

and security.

• We compare the algorithm proposed in this paper with

the existing classic algorithms through simulation ex-

periments, and the results prove that RFRR is superior

to existing routing schemes in terms of safe time.

The rest of this paper is organized as follows: We review

the related works in Section II. Section III introduces some

preliminaries. Section IV introduces our proposed scheme

in detail. Section V shows and analyzes the simulation

experiment results. Section VI summarizes the whole work.

II. RELATED WORK

The research of SLP was firstly led by the classic problem

of “Panda Hunter Game”. As shown in Fig. 1, animal protec-

tion researchers deploy a large number of sensors in Panda

Nature Reserve to monitor the panda. The sensor that detects

the panda is the source node, which periodically sends the

monitored information to the sink. At the same time, the

hunter performs the backtracking attack by monitoring data

transmissions until backtracking to the position of the panda.

Based on the “Panda Hunter Game”, SLP in WSNs has been

extensively studied.

Ozturk et al. first propose the concept of phantom routing

[5] (PR) to protect SLP through phantom routing. The

algorithm is divided into two stages: the random walk

and the flooding stage. The algorithm diversifies the paths

through the random walk phase to protect SLP. However,

the flooding stage consumes lots of energy consumption.

In order to solve the problem that PR consumes too much

energy, Kamat et al. propose Phantom Single-Path Routing

(PSPR) based on phantom routing [5]. The packets reach

the sink through the shortest path rather flooding to reduces

energy consumption.

Based on PSPR, Wang et al. propose the phantom routing

with locational angle (PRLA) [6]. Lightfoot et al. propose a

routing technique, called the sink Toroidal Region (STaR)

[7], to protect SLP. This algorithm restricts the phantom

nodes to a ring area (STR) near the sink. He et al. [8] propose

the idea of balancing energy consumption and security

according to the location of the source node, and propose a

sector-based random routing (SRR) scheme to protect SLP.

Mehta et al. introduce the global attacker model [9], in

which the traffic of the entire network is collected and is used

to infer the packet transmission path and the location of the

source node. In order to resist it, a periodic data collection

scheme is proposed to eliminate the dependence between

the entire network traffic distribution and the location of the

source node. However this scheme periodically sends data,

which greatly increases energy consumption.

Yang et al. propose a scheme called FitProbRate (Fitted

Probabilistic Rate) [10]. This scheme significantly reduces

the event notification delay while keeping SLP by selecting

and controlling the probabilistic distribution of message

transmission intervals.

Inspired by distributed topology control, Hong et al.

propose an attacker location evaluation-based fake source

scheduling (FSSE) method based on stochastic processes

theory [11]. It balances transmission delay and communi-

cation overhead to optimize network performance.

III. PRELIMINARIES

A. Network model

The network model used in this paper is based on the

panda-hunter model:
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• n sensor nodes are deployed which can be expressed as
N = {ni|1 ≤ i ≤ n}. Each sensor node is constrained
by computing power and energy.

• The positions of sensor nodes remain stable after de-

ployment. The communication radius wr of the node is
limited, so every sensor node and the sink communicate

through multi-hop routing.

• Each sensor node ni can obtain its position (xi, yi)
through GPS or positioning algorithm and the position

of the sink is (x0, y0), where i ∈ {i|1 ≤ i ≤ n}.
• Each sensor node shares the same secret key with the

sink. It transmits the encrypted data to the sink. The

attacker has no key so cannot know the contents of the

encrypted data by decoding [12].

B. Attack model

In the panda-hunter model, the attacker is a hunter, and

the ultimate goal is to find the source node and capture the

panda by tracing packets. We assume that the characteristics

of the attacker are as follows:

• The hunter is equipped with powerful and efficient ra-

dio equipment, which has unlimited energy, computing

power and storage capacity.

• The hunter doesn’t take any proactive actions to hinder

the normal operation of WSNs, because this behavior

can be easily detected by the network administrator.

Therefore, the hunter only carry out passive attacks

(such as eavesdropping) to determine the traffic pattern

of the network [13].

• The hunter estimates the position of the sender by anal-

ysising the signal strength and moves to the estimated

location quickly. As this process is repeated, the attack

can perform the backtracking attack.

C. Metrics

The following metrics are used to evaluate the privacy

protection schemes.

• Safe time: the period that begins when the source

node transmits the first data packet and ends when the

attacker captures the source node [15].

• Transmission delay: the average transmission time of

the data packet from the source node to the sink. It is

measured by the average hop from the source node to

the sink in this paper [16].

• Energy consumption: the total energy consumed by

sensor nodes in WSNs. Because the energy consumed

in communication is much higher than the one used

to calculate, this paper only considers the former.

According to [17], the energy consumption of a sensor

node to send a byte of data Et = α + γ × dn and the

energy consumption of a sensor node to receive a byte

of data Er = β, where α represents the energy con-

sumption of the sending circuit, γ represents the energy
consumption of the transmission amplifier, d represents

the transmission distance, n represents the path loss

factor and β represents the energy consumption of the

receiving circuit. Therefore, the energy consumed by a

node nodei broadcasting a byte is E = Et +N ×Er,

N is the number of nodei’s neighbor nodes.

D. PSPR and SRR

1) PSPR: Kamat et al. propose Phantom Single-Path

Routing (PSPR) [5] on the basis of phantom routing. As

shown in Fig. 3(a), PSPR includes two stages. In the first

stage, a data packet sent by the source node randomly walks

N hops to reach the phantom node. In the second stage, this

packet starts from the phantom node and reaches the sink

along the shortest path. Due to the uncertainty of random

walk, the transmission paths may be concentrated near the

source node, it is easy for an attacker to trace back to the

source node.

2) SRR: SRR divides WSNs into multiple sectors to

distribute paths and protect SLP. As shown in Fig. 3(b), SRR

[8] includes three stages. In the first stage, the source node

calculates the random expected angle and sends a packet

to the middle node further away from the sink through N
hops routing. In the second stage, this packet is sent to the

phantom node through the annular path routing according to

the expected angle. In the third stage, this packet is sent to

the sink through the shortest path routing.

The Shortest Path Walking

The Random Walking

(a) PSPR

Source Node

Sink Node

Intermediate Node

Phantom Node

Line of Desired Angle

(b) SRR

Figure 3. PSPR and SRR

The purpose of setting up the annular path is to disperse

the paths and increases the diversity of data transmission

paths. However, as shown in Fig. 4(a), because the adjacent

sensors in the same ring are geographically close to each

other, the speed of the attacker backtracking will be greatly

accelerated once the attacker traces back to the loop area.

The diversity of path is mainly reflected in the shortest

path, so SRR does not guarantee the best security when

the transmission delay is large. Due to the characteristics of

SRR, its path is concentrated on the ring path and the inside.

This also decreases partly security.

IV. RFRR

In order to solve the problem of performance degradation

in non-uniform networks, this paper proposes a robust fixed

path-based random routing scheme (RFRR) for protecting
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Intermediate Node

Phantom Node
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Source Above, Sink Below

Annular Walking

Shortest Path Walking

Attacker Tracking With The Ring

Attacker Tracking On The Ring

(a) SRR

Last Node of the Fixed Path

Ordinary Node

Source Above, Sink Below

The Fixed Path Stage

The Shortest Path Stage

The Tracking Ring of Attacker

(b) RFRR

Figure 4. The data transmission simulation of SRR and RFRR

SLP in WSNs. The symbols used in the paper are shown in

Table I.

Table I
SUMMARY OF NOTATIONS

Symbol Meaning
ni The sensor node i

packetj The j−th packet sent by the source node
ni.hop The hop count from ni to the sink

ni.shortest The shortest path from ni to the sink
fpi The fixed path of packetj (1 ≤ i ≤ M )
fpi[k] The (k + 1)−th node of fpi
L The hop count of the fixed path
bm The beacon message
d The half length of the shadow area
D The distance from source to sink
n The number of sensor nodes

Ncircular The number of circular obstacles
Rcircular The radius of circular obstacles

We assume that the source node sends a packet to the sink

regularly. In order to assure the guaranteed discrimination of

the fixed paths for sending different packets, M fixed paths

fpi (1 ≤ i ≤M ) are constructed from the source node, and

packetj is sent by the fixed path fpj%M . Our goal is to

improve the diversity between fpj%M and fp(j+1)%M , thus

prolonging the safe time.

The algorithm has two stages:

• The fixed path routing: The source node transmits the

packet along the fixed path that is very different than

the last one.

• The shortest path routing: The last node of the fixed

path sends the packet to the sink through the shortest

path routing.

A. Initialization

In the initialization stage, we initialize the shortest path

and the hop counts from all nodes to the sink. First, we

initialize the hop counts of each node. The sink sets the hop

count as sink.hop = 0, and the other nodes initialize the

hop count to infinity (that is, the hop count from the sensor

node i to the sink ni.hop = ∞(1 ≤ i ≤ n)).
Then the sink starts broadcasting the beacon message

(bm) to all neighbor nodes. The initial hop count recorded in
the beacon message is 0 (bm.hop = 0), and the shortest path
recorded in bm is < sink > (bm.shortest =< sink >).

Once ni receives bm, it judge whether it meets ni.hop >
bm.hop+1. If it does, update ni’s and bm’s shortest path to
< ni, bm.shortest > and update ni’s and bm’s hop count
to bm.hop + 1. And then ni broadcasts the updated bm to

its neighbor nodes. Otherwise bm is discarded. The above

processes are repeated until all nodes are completely updated

[18]. The specific steps for initializing the WSN are shown

in Algorithm 1.

Algorithm 1 Initialization
1: while ni receives the bm do
2: if ni.hop > bm.hop+ 1 then
3: bm.hop = bm.hop+ 1
4: Add ni to bm.shortest
5: Update ni.shortest to bm.shortest
6: ni.hop = bm.hop
7: Broadcast bm to ni’s neighbors

8: end if
9: end while

B. The construction of fixed paths

In this section, we introduce the construction algorithm

of the fixed path. To ensure that the diversity of adjacent

routing paths is sufficiently large, the previous fixed path

fpi−1 needs to be considered when initializing the next

fixed path fpi. The fixed path fpi should be as far away as
possible from the previous one fpi−1, so we should choose

nodes that are far enough from fpi−1 to form fpi.
In order to generate fixed paths, we introduce two types of

messages: the generation request message and the response

message of fixed path, and we refer to the two types of

messages as RQ and RP respectively in the following.

As shown in Fig. 5, RQ consists of five parts:messgType
represents the message type (messgType = 1 repre-

sents RQ), i represents that the current generated is

the i-th fixed path, fpi−1 represents the previous fixed

path, partRoutingi represents the partial fixed path, and

remainHop represents the number of remaining hops of the
fixed path. In the initial RQ, partRoutingi only includes
the source node and remainHop = L (L:The hop count

of the fixed path). RP consists of three parts: messgType
represents the message type (messgType = 2 represents

RP ), i represents the index number of fixed path and fpi
represents the generated fixed path.

messgType i fpi-1 partRoutingi remainHopRQ:

RP: messgType i fpi

Figure 5. The request message and the response message of fixed path
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Figure 6. The setting of fixed path

We choose the former L-hop from the source’s short-

est path as the first fixed path. As shown in Fig. 6, we

assume that L = 3 and the source’s shortest path is

< source, U, V,W,X, Y, Z >, so the first fixed path fp1
is < source, U, V,W >. In order to ensure that the second
fixed path fp2 is far away from fp1, fp2 needs to be

constructed based on the first one.

First, the source node generates a initial message RQ:
RQ.messgType = 1, RQ.i = 2, RQ.fpi−1 =<
source, U, V,W >, RQ.partRoutingi =< source > and

RQ.remainHop = L (that is RQ.remainHop = 3). Then
the source node selects the next-hop node of the new fixed

path RQ.fpi from its neighbor nodes. Based on the number

of hops, The node A farthest from RQ.fpi−1[1] (that is U )
is used as the next-hop node. In particular, if two nodes

A1 and A2 have the same number of hops from U , one
node is randomly selected as the next hop node, the same

below. The source node adds A to the RQ.partRouting
(that is RQ.partRouting =< source,A >) and subtracts
RQ.remainHop by one (that is RQ.remainHop = 2).
At this time, RQ.remainHop is not equal to 0, so the

construction of fpi is not over. So the source node sends

RQ to A.
After A receives RQ, similarly, the node B which is

farthest from RQ.fpi−1[2] (that is V ) is selected as the

next hop node. A adds B to the RQ.partRouting (that

is RQ.partRouting =< source,A,B >) and subtracts

RQ.remainHop by one (that is RQ.remainHop = 1). In
the same way, RQ.remainhop is not equal to 0 at this time,
so A sends RQ to B. After B receives RQ, the above pro-
cess is repeated: C farthest from RQ.fpi−1[3](that is W ) is

used as the next-hop node, B add C to the RQ.partRouting
(that is RQ.partRouting =< source,A,B,C >) and sub-
tracts RQ.remainHop by one (that is RQ.remainHop =
0). At this time, RQ.remainhop is equal to 0, so the fixed
path has been generated.

B needs to generate the response message of fpi
RP to transfer the new fixed path to the source node:

RP.messType = 2 and RP.fpi =< source,A,B,C >.
Then B sends it to A, and A sends it to the source node, so

that the second fixed path generation is over.

The subsequent fixed path generation method is the same

as above, and the specific algorithm flow is shown in

Algorithm 2 and 3.

Algorithm 2 The construction of fixed paths
1: while nj receives RQ do
2: k = L− remainHop
3: Select the farthest node from fpi−1[k] among nj’s

neighbors as fpi[k] based on the number of hops
4: remainHop = remainHop− 1
5: if remainHop > 0 then
6: nj sends RQ to the next-hop node

7: else
8: nj generates RP
9: end if
10: end while

Algorithm 3 The return of fixed paths
1: while nj receives RP do
2: Find itself fpi[k] from fpi
3: nj sends RP to fpi[k − 1]
4: end while

C. Algorithm optimization

As shown in Fig. 7, when lots of fixed paths pass through

the shaded area, the attacker may quickly trace backtrack to

the source node, so the probability of capturing the source

node will be increased. In order to prevent this problem,

we set the shadow part < Source,A1,A2 > to the invisible

area of the fixed path, that is, the fixed path is not allowed

to appear in this shadow area.

Source

l3    
d

l1    l2    

A2

Sink Node

A1

Figure 7. The straight attack

We set the shadow part to be an isosceles triangle, which

is surrounded by three straight lines: l1 :< A1, sink >, l2 :<
A2, sink >, l3 :< A1, source, A2 >. The coordinates of
each point are set as follows: Source: (sourceX, sourceY ),
Sink: (sinkX, sinkY ), A1: (sourceX − d, sourceY ), A2:

(sourceX + d, sourceY ).
We assume that the point on l1 (x1, y1) satisfies y1 =

k1x1 + b1, the point on l2 (x2, y2) satisfies y2 = k2x2 + b2,
and the point on l3 (x3, y3) satisfies y3 = k3x3 + b3.
Obviously, the shaded part can be expressed by (1):⎧⎪⎨

⎪⎩

y ≥ sinkY −sourceY
sinkX−(sourceX−d)x+

sourceY sinkY (sourceX−d)
sinkX−(sourceX−d)

y ≥ sinkY −sourceY
sinkX−(sourceX+d)x+

sourceY sinkY (sourceX+d)
sinkX−(sourceX+d)

y ≤ sourceY
(1)
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Table II
DEFAULT EXPERIMENT PARAMETERS

Parameter Value

Network coverage area 1000× 1000m2

Node communication radius 50m
Hunter listening radius 50m
Number of nodes 2500
Sensor data size 50bytes
Hops of fixed path 14

Data transmission cycle 40

However, the size of d will affect the safe time. If d is
too small, the shadow area will be too small. Even if the

fixed path does not pass through the shadow area, it may be

caught by the attacker near the shadow area.

If d is too large, it will cause the area of the shadow part

to be too large and lots of candidate domains of fixed paths

will be occupied. The excessive reduction of fixed paths’

candidate domain will result in the centralized distribution of

fixed paths, which violates the original intention of ensuring

the diversity of paths to protect SLP.

The experimental results in Section V show that the best

security is achieved when d = wr.

V. SIMULATION

In this section, we extend the simulation model proposed

by [19] to simulate PSPR, SRR and our scheme. We evaluate

our scheme and compare it with PSPR [5] and SRR [8]

by analyzing the impact of different parameters on the

safe time, the energy consumption and the transmission

delay. We conduct experiments in two different scenarios:

the uniform network and the non-uniform network. The

parameters under the uniform network include: the hop

count of fixed path L, the size of the shadow area d, the
distance from the source node to the sink D and the number

of nodes n. We set up Ncircular circular obstacles with

radius Rcircular in the WSN to simulate the non-uniform

network. The parameters under the non-uniform network

include: the number of circular obstacles Ncircular and the

radius of circular obstacles Rcircular. Multiple experiments

are conducted and the average results are discussed.

The default parameters of the experiments are shown in

Table II. The simulation experiment parameter settings of

the energy consumption formula in Section III-C are shown

in Table III.

Table III
ENERGY CONSUMPTION PARAMETERS [17]

Parameter Value

γ 10pJ/bit/m2

α 45nJ/bit
β 135nJ/bit
n 2

A. The impact of L

To evaluate the influence of L on RFRR, L is set from

4 to 16. The result is shown in Fig. 8. As the hop count of

the fixed path L increases, both the safe time and energy

consumption increase. As the hop count of the fixed path

increases, the overall distance between fpi and fpi−1 also

increases, and the path diversity increases, which makes it

more difficult for the attacker to backtrack, thereby increas-

ing the safe time. Because energy consumption is required

for each hop transmission, as the hop count of the fixed path

increases, the energy consumption also increases.

Figure 8. The safe time and energy consumption with L

(a) The safe time (b) The energy consumption

Figure 9. The safe time and the energy consumption with different d

B. The impact of d

To evaluate the influence of d on RFRR, we set d from
0 to 2 × wr. The result is shown in Fig. 9. As shown in

Fig. 9(a), d has the best security when it takes the attacker’s
attack radius wr = 50, and the security is the worst when
d = 100. As shown in Fig. 9(b), as d increases, energy

consumption decreases. The experimental results verify the

analysis in Section IV-C.

C. The impact of D

To evaluate the influence of the distance from the source

node to the sink, it is set from 200 to 800. The result is

shown in Fig. 10.

As shown in Fig. 10(a), the safe time of PSPR, SRR and

RFRR all increases as the distance from the source node to

the sink increases. Because, as the distance increases, the

hop counts between the source node and the sink continues
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(a) The safe time (b) The transmission delay (c) The energy consumption

Figure 10. The safe time, the transmission delay and the energy consumption with different distance from Source to Sink

to increase and the path of data packet transmission contin-

ues to increase, making the backtracking hops and time of

the attacker increase.

Fig. 10(b) shows the transmission delay of the three

schemes. PSPR has a shorter packet transmission time and

the shortest delay. SRR needs to walk through the ring path

to enter the shortest path stage, and RFRR needs to pass the

multi-hop fixed path to enter the shortest path stage, so they

have longer transmission hops and longer delays. Simulation

results show that the transmission delay of SRR is longer

than that of RFRR.

As shown in Fig. 10(c), PSPR consumes the least energy

and RFRR consumes the most one. RFRR guarantees the

highest safe time and more energy consumption is within

the acceptable range.

According to Fig. 10(a)–10(c), the transmission delay of

SRR is higher than that of RFRR, however the safe time is

not, which seems unreasonable. This question has already

been answered in Section III-D2. An important part of SRR

is the loop path walking, and the purpose is to diversify

the path and increase the diversity of the data transmission

path. However, since the roaming part of the loop path is all

concentrated in a ring, the attacker’s traceback speed will

be greatly accelerated once the attacker traces back to the

loop area through the transmission path. The diversity of

transmission paths is mainly reflected in the shortest path

walking phase, so SRR does not guarantee the maximum

safe time when the transmission delay is maximum.

At the same time, due to the characteristics of SRR, its

path transmission is concentrated on the ring path and its

inside. As shown in Fig. 4(b), it shows the data transmission

simulation of RFRR. Due to the characteristics of RFRR’s

fixed path, its path transmission can be dispersed in the entire

network area, the security of RFRR is improved.

D. The impact of n

As shown in Fig. 11, RFRR performs much better than

PSPR and SRR in improving security. And the safe time and

energy consumption of PSPR, SRR and RFRR all increase

with the increase in n. Because, as n increases, the density
of nodes in the WSN increases the hop counts between

the source node and the sink increases under the same

scale of WSNs. The hop counts between the source and

the sink increases, so the time required for the attacker to

backtrack increases, which result an increase of security. As

shown in Section III-C, energy is mainly consumed during

transmission, because the increase of the hop counts leads

to an increase of energy consumption.

(a) The safe time
(b) The energy consumption

Figure 11. The safe time and the energy consumption with different n

E. The impact of Ncircular and Rcircular

We place obstacles in the WSN to simulate the non-

uniform network. We set Ncircular circular obstacles, their

radii are Rcircular, any two obstacles cannot overlap, and

the sensor nodes cannot be distributed within obstacles.

As shown in Fig. 12, as the obstacle radius increases or

the number of obstacles increases, the irregularity of the

network model increases. It can be seen that the security

of SRR is decreased, while the security of RFRR has small

fluctuation. Therefore, RFRR is more adaptable and robust

in the non-uniform network.

VI. CONCLUSION

In order to solve the problem of performance degradation

of existing algorithms in non-uniform networks, this paper

proposes a robust fixed path-based random routing scheme

(RFRR) for protecting SLP in WSNs. In RFRR, each

transmission path is composed of the fixed path of the firstN
hops and the shortest path. Each transmission packet selects

a new fixed path that is far enough from the previous path,
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(a) Different number of obstacles (b) Different radius of obstacles

Figure 12. The safe time with different number of circular obstacles and
different radius of circular obstacles

which ensures that the transmission path distance of two

adjacent packets is far enough. After the fixed path ends, the

transmission path is changed to the shortest path, which can

reduce energy consumption as much as possible and balance

privacy and energy consumption. The experimental results

show that compared with the existing classic schemes, RFRR

can guarantee higher safe time while balancing energy

consumption. In a future study, we plan to explore the more

secure methods to solve RFRR based on multiple source

nodes.
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